
Deep Learning for Optimization
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• Many computationally challenging optimization problems 
are solved repeatedly under different scenarios. Plenty of 
data is generated. 

• Benefit from fast and accurate approximations.

• Deep learning solutions are particularly appealing to 
approximate the solution of these optimization problems. 

• Issue: Presence of hard physical and engineering 
constraints.

• Ohm’s and Kirchhoff laws in power systems, Weymouth 
equations, in Gas networks, and the Navier-Stoke’s
equations for shallow water in flood mitigation. 

• Goal: How to enable a deep learning model to take 
account of these constraints in its predictions?



Data

Training Approximate
Optimizer

Deep Constrained Learning

3

challenge



Data

Approximate
Optimizer

Deep Constrained Learning

4

solutions

Training

Constraints violations

AAAI-20, 21, 22, ECML-20, NeurIPS-21



How does it works in Practice?
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AC Optimal Power Flow Predictions

Summary:  AI-based model can predict quantities several order 

of magnitude more accurately and faster than the linear (DC) 

approximation (and a baseline learning model 𝑀−) and reports 

significantly less constraint violations.

Solution Quality Objective cost distance and runtime

M: AI-based model

AC: full non-linear model

DC: linear approximation
(as used in industry)

Fioretto et al. AAAI-20 Chatzos et al. ArXiv-20



Why does it work?
• Solution trajectories can be approximated by

piecewise linear functions.

• ReLU neural networks have the ability to capture

piecewise linear functions. 

• When many variables have “simple” solution trajectories, 

highly accurate approximations can be obtained. 

• Thm (informal). The approximation error of a ReLU network 

depends on the trajectory complexity (number of pieces and 

their total variations) and the network capacity. 

• Dependency between complexity of the trajectories and 

prediction error, in some contexts, regardless of the model 

capacity. 

FCC Tanh

FCC ReLU

Dinh et al. ArXiv-22 Kotary et al. NeurIPS-21
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Why does it work?
The importance of modeling constraints

• Introducing constraints using Lagrangian-based 

penalties is not a regularization term. 

• It helps the model accurately learn different 

hidden features, i.e., to more accurately capture 

the dependencies across variables and their 

outputs. 



Sensitive Data
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• Privacy regulations

• National security



Thank You

nandofioretto.com twitter.com/nandofioretto

github.com/nandofiorettonandofioretto@gmail.com

• Robustness guarantees about the solutions generated.

• Integration of physics simulators in the loop. 

• Scalability and data availability.

• Lack of theoretical results.

Opportunities and Challenges


