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It is possible to make global weather 

forecasts with a toy NN model that are 

better than persistence and competitive 

with T21 Atmospheric models of similar 

complexity for short lead times

ECMWF - 2018
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• Built deep-learning-based convolutional 

neural network ensemble system for S2S 

forecasting.

• Requires 3 min to produce a 320-member 

6-wk ensemble forecast

• Similar scores (CRPS and RPSS) for 4-wk 

fx/ and 5-6-wk fx/ as ECMWF S2S 

ensembles.

Univ. Wash + MS - 2021
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Pangu-Weather: A 3D High-

Resolution System for Fast 

and Accurate Global 

Weather Forecast
Kaifeng Bi, Lingxi Xie, Hengheng Zhang, Xin Chen, Xiaotao

Gu, and Qi Tianr8J, Fellow, IEEE

Abstract—In this paper, we present Pangu-Weather, a deep learning based system 

for fast and accurate global weather forecast. For this purpose, we establish a data-

driven environment by downloading 43 years of hourly global weather data from the 

5th generation of ECMWF reanalysis (ERA5) data and train a few deep neural 

networks with about 256 million parameters in total. The spatial resolution of forecast 

is 0.25◦ × 0.25◦, comparable to the ECMWF Integrated Forecast Systems (IFS). More 

importantly, for the first time, an

AI-based method outperforms state-of-the-art numerical weather prediction (NWP) 

methods in terms of accuracy (latitude-weighted RMSE and ACC) of all factors (e.g., 

geopotential, specific humidity, wind speed, temperature, etc.) and in all time ranges 

(from one hour to one week). There are two key strategies to improve the prediction 

accuracy: (i) designing a 3D Earth Specific Transformer (3DEST) architecture that 

formulates the height (pressure level) information into cubic data, and (ii) applying a 

hierarchical temporal aggregation algorithm to alleviate cumulative forecast errors. In 

deterministic forecast, Pangu-Weather shows great advantages for short to medium-

range forecast (i.e., forecast time ranges from one hour to one week). Pangu-

Weather supports a wide range of downstream forecast scenarios, including 

extreme weather forecast (e.g., tropical cyclone tracking) and large-member 

ensemble forecast in real-time. Pangu-Weather not only ends the debate on whether 

AI-based methods can surpass conventional NWP methods, but also reveals novel 

directions for improving deep learning weather forecast systems.

Index Terms—Numerical Weather Prediction, Deep Learning, Medium-range 

Weather Forecast.

Google – Aug. 2023

NVIDEA+ – Feb. 2022

Huawei – Nov. 2022

Microsoft/UCLA – July2023

IBM/+ – Sept 2024

Subsequent Proliferation of Papers



Compare to ECMWF
European Centre for Medium Range Forecasting
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Figure 1: Root mean square error (RMSE) scores of 500 hPa geopotential height for IFS high-resolution 
forecasts (HRES) and Pangu-Weather over Europe for winter 2022/23 at day 6, measured against 
operational analysis. Pangu-Weather and the IFS produce comparably accurate forecasts and share a 
forecast “bust” near the end of January.

How skilful are the latest ML-based weather forecasts?
First, the headline scores of the released ML-based models hold up to independent evaluation. 
When assessed with deterministic scores, such as root mean square error (RMSE) or anomaly 
correlation coefficient (ACC), Pangu-Weather is a legitimate rival for the IFS (see Figure 1 for 
example). This holds true not only when assessed against analyses, but also against observations, 
and when using the same initial condition as the IFS (as opposed to initialising from ERA5, which is 
done in the public papers).

Figure 2: Average tropical cyclone track errors during 2018 for IFS high-

resolution forecasts (HRES) and Pangu-Weather, measured against 

IBTrACS. The statistic is based on events having a tropical storm 

strength of at least 17m/s, and bars highlight the 95% confidence 

interval.

However, scores can be optimised, and ML models are trained to do 
exactly this. Pangu-Weather and FourCastNet were trained to 
minimise RMSE. Training towards this type of objective can smooth 
out predictions and it penalises forecasts of extremes. But of 
course, weather forecasts are at their most valuable for extreme 
events where lives are at stake.

ECNWF Biog:
June 2023
Matthew Chantry
Zied Ben Bouallegue
Linus Magnusson
Michael Maier-Gerber
Jesper Dramsch



Does it Know the Dynamics?
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Sept. 2023

We conclude that the model encodes realistic physics in all 
experiments, and suggest it can be used as a tool for rapidly testing 
ideas before using expensive physics-based models.



Can AIWP be Trained from 
Observations?

ECMWF - July 2024

Predicted

Observed





ECMWF Operationalizes AIFS

https://www.ecmwf.int/en/about/media-centre/news/2025/ecmwfs-ai-

forecasts-become-operational

https://www.ecmwf.int/en/about/media-centre/news/2025/ecmwfs-ai-forecasts-become-

operational

ECMWF has taken the Artificial Intelligence Forecasting System (AIFS) into 
operations today, 25 February 2025, to run side by side with its traditional 
physics-based Integrated Forecasting System (IFS) to advance numerical 
weather prediction.
The AIFS outperforms state-of-the-art physics-based models for many 
measures, including tropical cyclone tracks, with gains of up to 20%.
This high-accuracy model complements the portfolio of our physics-based 
models by leveraging the opportunities made available by machine learning 
(ML) and artificial intelligence (AI). These include increased speed and a 
reduction of approximately 1,000 times in energy use for making a forecast.



What is NOAA Doing?

https://epic.noaa.gov/noaa-project-eagle-to-accelerate-ai-weather-prediction-advances-for-the-united-states/

Today EAGLE includes two components: Global-EAGLE-Solo and Global-
EAGLE-Ensemble. Both of them are based on Google DeepMind’s 
GraphCast model (Lam et al., 2023) and are tuned by the NOAA 
Environmental Modeling Center (EMC) using NOAA data. The model runs 
on a 0.25-degree latitude-longitude grid (about 28 km) and 13 pressure 
levels. The model produces 16-day forecasts 2 times a day at 00Z and 12Z.
•Global-EAGLE-Solo: A demonstration environment for “deterministic” 
models that are initialized from a single GFS initial condition (IC). It is a 
complement to the existing NOAA GFS physics-based forecast. NOAA EMC 
re-trained the GraphCast model using Global Data Assimilation System 
(GDAS) data as inputs and training targets (Tabas et al., 2025).
•Global-EAGLE-Ensemble: A demonstration environment for ensemble 
forecasts, driven by the ICs of the operational GEFS. It is a complement to 
the existing NOAA GEFS physics-based ensemble forecast system. The 
weights for the Global-Eagle-Ensemble members are generated by fine-
tuning the original GraphCast weights from DeepMind(c) with recent 
NOAA operational GDAS analysis. The resulting weights are effectively 
trained on the combination of European Centre for Medium-Range 
Weather Forecasts’s (ECMWF) fifth-generation reanalysis (ERA5), ECMWF 
high-resolution (HRES), and NOAA GDAS analysis. Multiple checkpoints 
were saved to form 31 global ensemble members (Wang et al., 

2025).



NSF NCAR Models

• https://github.com/NCAR/miles-credit

NSF NCAR – Nov 2024

NSF NCAR – Jan 2025

NSF NCAR – Mar 2025

NSF NCAR – Apr 2025



NSF NCAR Framework: CREDIT

What is CREDIT?

An open foundational platform for 

developing and deploying AI weather and 

Earth system prediction models.

CREDIT enables users to build custom 

data and modeling pipelines to load data, 

train configurable AI forward models, and 

deploy them for real-time forecasting, 

hindcasting, or scenario projections.

CREDIT offers both scientifically validated 

model configurations and endless 

customization for any use case.
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Thanks to David John Gagne



What about at finer Scales?
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Univ OK – Mar 2025

NVIDEA StormCast –2024

Figure 4. Top row: (left) WoFS member 9 
composite reflectivity valid at 01:20 UTC on 
15 May 2021 (initialized 2 hr earlier) and 
(right) 60‐min WoFSCast composite
reflectivity forecast valid at the same time. 
Bottom row: Vertical cross‐section along the 
dashed line shown in the top row. Red color 
fill represents vertical velocity, with
divergence in solid green contours and 
convergence in dashed green contours. The 
perturbed virtual potential temperature in 
the lowest 2.5 km indicates cold pool
density (blue color fill). Values for divergence 
and virtual potential temperature were 
omitted for clarity. “A” highlights the 
supercell discussed in the text.



NSF NCAR Digital Twins

Mesoscale
Gutmann, Sha, McGinnis, McCrary, Newman, Smith,…

Urban Scale

Haupt, Dettling, Brummet, Sha, Kosovic, Boenert,…

UNet

Diffusion Model + 

Neural Operator

LES: 5-m 

resolution 



Bringing it Together for New Generative Platform

CISL Team: John Schreck 
(CISL), Will Chapman 

(CGD), DJ Gagne (CISL)

Mesoscale Applications

CONUS 404 Training Data

Microscale Applications

FastEddy Training Data



Summary:
• Machine Learning has become a necessary 

component of modern applications in 
weather forecasting.

• AIWP is revolutionizing weather prediction.
• It’s all very new and we’ll need to understand 

the full picture.
• The prospect for the future is bright.

NCAR is sponsored by the National Science Foundation
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